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Introduction
1: We describe Relative Entropy Coding (REC), a stochas-
tic coding framework, and index coding, an REC coding
scheme.
2: REC can be combined with Variational Auto-Encoders
(VAEs) with continuous latent distributions to create effi-
cient lossless and lossy compression codecs.

Relative Entropy Coding
Adapted from Havasi et al. [2019]. Given

1. imagesx

2. generative model p(x, z)

3. approximate posterior q(z | x)

minimum informationT [x : z] required such that the de-
coder can sample z ∼ q(z | x) is bounded by

T [x : z] ≤ I[x : z] + 2 log(I[x : z] + 1) +O(1),

where I[x : z] denotes the mutual information betweenx
and z. We refer to any compression scheme that achieves
this bound a relative entropy coding (REC) method.

Image Compression Architecture

Figure 1: Architecture used for lossy experiments. It is an ap-
propriately modified version of the architecture presented
in Ballé et al. [2018] to accommodate the Gaussian latent
space.

Index coding
Index coding is an approximate REC algorithm. Both parties generate the same sequence of samples from the coding
distribution p(z), by using the same random seed. Then the encoder communicates the sample in the sequence with the
highest density ratio, by transmitting its index. The decoder can reconstruct the sample by indexing it’s own sequence.

zi ∼i.i.d. p(z)

wi = q(zi ∣ x = x)
p(zi)

arg max
i

{wi}

zi ∼i.i.d. p(z)
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Figure 2: Schematic of index coding (iREC). We assume that p(z) and the seed used to generate the samples are shared
between the encoder and the decoder.

Lossy Image Compression
We apply REC to image compression using VAEs. Given a
trained VAE, an imagex can be lossily compressed by pass-
ing it through the encoder and using REC to code a sample
from the latent posterior q(z | x) using the prior p(z). Our
results on the Kodak dataset are shown in Figure 3.
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Figure 3: Comparison of REC against classical methods such
as JPEG, BPG and competing ML-based methods. (a) PSNR
comparisons (b) MS-SSIM comparisons in decibels, calcu-
lated using the formula−10 log10(1−MS-SSIM). See the
supplementary material for more comparisons.

Lossless Image Compression
Images can be losslessly compressed by first coding a samplez from the latent posteriorp(z | x)using REC, and then coding
the original imagexwith the likelihood p(x | z). Our results using the ResNet VAE (RVAE) used by Townsend et al. [2020]
on a few datasets are shown in Table 1.

Cifar10 (32x32) ImageNet32 (32x32) Kodak (768x512)

Non bits-back

PNG 5.87 6.39 4.35

WebP 4.61 5.29 3.20

FLIF 4.19 4.52 2.90

IDF 3.34 4.18 −

Bits-back

LBB 54.96(3.12) 55.72(3.88) −

BitSwap 6.53(3.82) 6.97(4.50) −

HiLLoC 24.51(3.56) 26.80(4.20) 17.5(3.00)

REC
iREC (Ours) 4.18 4.91 3.67

ELBO (RVAE) [3.55] [4.18] [3.00]

Table 1: Single image, lossless compression performance in bits per dimension (lower is better). Best bits-back method
shown in bold.
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