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Channel Simulation vs Lossy Source Coding

Figure 1: Bottom-right image from Careil et al. [2023]



Channel Simulation

O X,Y~Pxy
® Common randomness S
© Receive X ~ Px, send code C, decode Y ~ Py|x

O Efficiency [Li and El Gamal, 2018]:

DxL[Py x| Py]
<Es|[|C|| X]
< D[Py x[IPy] + logo(Dxr[Py|x||[Py] + 1) + 4

® No algorithm with poly(Dkr [Py x||Py]) runtime! [Agustsson and
Theis, 2020].



Computational framework

Harsha et al. [2007]:
o X1, Xo,..., Xn,...~ P

.XNNQ

Causal rejection sampling:
® N is a stopping time:

{N>n}J_X,,+1,...

Runtime of causal rejection samplers

The expected runtime of any causal rejection sampler is lower-

bounded by:
exp(Deo[ Q1| P])




New Divergence

Channel Simulation Divergence

For Q <« P: o
Des[Q|P] = — / w(h) loga(w(h)) dh

where:

w(h) = Pxp [j—ﬁm > h} _p (d—P > h)

Figure 2: Left: “KL" Right: “CSD"



Comparison with KL Divergence

Properties of channel simulation divergence:

® Non-negativity:

Dcs[Q|IP] =0

e Convexity:
Des[AQ1 + (1 = A) Q2| P] < ADcs[@u[|P] + (1 — A) Dcs[ Q2| P]

® A sandwich bound:

Dkr[Q[IP] < Dcs[QIP] < Dxu[Q|[P] + logo(DxL[Q[IP] +1) +1



Key Result

Entropy of causal rejection samplers

Let (P, Q) be a pair of distributions. Let N be an index returned
by causal rejection sampler with proposal P and target Q. Then:

Dcs[QIP] < H[N | S]
Furthermore, if N is the index returned, then:

Dcs[QP] < HIN | S] < Dcs[Q||P] + logy(e + 1)

Ex [Dcs[Pyx|IPy]] <H[Y | X,S] <H[Y | S] <Es[|C]]



Numerical Examples

¢ (A): 1D Laplace
e P=r(0,1)

* Q=L(0,b)
® Dcs[QP]-In2=b+1(1/b) +~ -1
® Dcs[Q|P] — Dki[@Q||P] — ~ylog, e as b — 0
® (B): d iid Gaussians
o P =N(0,1)®
° Q=N(1,1/4)%
o How does Dcs[Q||P] — Dkw[Q||P] scale as d — 0o?



Numerical Results

— Dcs[Q||P] — DxL[@Q|P]  --- log,(DkL[Q|IP] +1)
— logy(DxL[Q[IP] +1) +1

7 log, e

Figure 3: A) Q = L£(0,b), P = £(0,1). B) Q = N (1,1/4)®? P = N/(0,1)%¢



Contributions

® Shown that for any causal rejection sampler

exp(Ds[QIP)) < E[N]
¢ Defined and analysed new statistical distance D¢s[Q||P].
® Shown that

Dcs[QIIP] < HIN | S] < Dcs[QIIP] + logo(e + 1)

® Demonstrated non-trivial lower-bounds.

Shout-out: For upper-bounds: Optimal Redundancy in Exact Channel
Synthesis by Sriramu and Wagner [2024].
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Relation to Excess Functional Information

Li and El Gamal (2017) defined:

V(X = Y) = inf 1(X; Z|Y)
Z:Z1X,H(Y|X,Z)=0

Excess functional information

Let X, Y be two correlated variables. Then:

0<W(X = Y) <logy(I(X;Y)+1)+4

We show that:

Ex [Dcs[Py|X||Py]] < \U(Y — X) + /(X; Y)
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