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Motivation & Background



Implicit Neural Representations (INR)



Lossy Compression with INRs

 Usual recipe:
● Fit INR to data
● Quantize weights
● Encode quantized weights

🤔 Issues:

● Weights are brittle, quantization degrades fit
● Have to fix rate before training



💡 Solution: Compression with Bayesian 
Implicit Neural Representations

Variational INRs + Relative Entropy Coding + Specific Tricks



Variational INRs

Image source: C. Blundell et al. "Weight uncertainty in neural networks." ICML 2015.

distortion rateRD trade-off



Relative Entropy Coding to the Rescue!

[1] G. Flamich et al. “Fast relative entropy coding with A* coding.” ICML 2022

💡Use A* coding [1] to encode a weight sample

Encoder and decoder share:
● weight prior
● PRNG seed

Encode approximate posterior sample using KL-many bits



📈 Results



Results



Adaptive Parameter Activation

Visualizations

Posterior - image 1 : 
4 activated hidden units.
Posterior - image 2 :
3 activated hidden units.

Model prior: 
7 activated hidden units.

Parameter Group

KL Budget = 16 bits



Complexity

Encoding time = Time of learning posterior + Time of progressive finetuning

Finetuning steps: 30260 -> 2184
PSNR: only decreased by ~0.3 dB



Thanks!
Code: https://github.com/cambridge-mlg/combiner/

https://github.com/cambridge-mlg/combiner/tree/main
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Relative Entropy Coding to the Rescue!

[1] G. Flamich et al. “Fast relative entropy coding with A* coding.” ICML 2022

💡Use A* coding [1] to encode a weight sample

Encoder shares PRNG seed with decoder. Then:


